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Search Engines, News Wires and Digital Epidemiology: 

 Presumptions and Facts 

 

Highlights 

 
Points 

 Users’ information-seeking behaviors varied by time of the day.  

 Trend belonging to “Immunization and Vaccination” is seasonal we well as the trends of diseases 

such as, Mumps, Flu, Chicken Pox, and Meningitis. 

 Trends belong to diseases which received minor social attention are vulnerable to be misclassified 

as seasonal trends.  

 News and search trends are weakly correlated, while they still be co-integrate and move towards 

with a stable distance from each other. 

 Analyzing search queries without taking into account the impact of news and external events can 

be deceiving. 

 

Abstract 

Background 

Digital epidemiology tries to identify diseases dynamics and spread behaviors using digital traces collected 

via search engines logs and social media posts. However, the impacts of news on information-seeking 

behaviors have been remained unknown.  

Methods 

Data employed in this research provided from two sources, (1) Parsijoo search engine query logs of 48 

months, and (2) a set of documents of 28 months of Parsijoo’s news service. Two classes of topics, i.e. 

macro-topics and micro-topics were selected to be tracked in query logs and news. Keywords of the macro-

topics were automatically generated using web provided resources and exceeded 10k. Keyword set of 
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micro-topics were limited to a numerable list including terms related to diseases and health-related 

activities. The tests are established in the form of three studies. Study A includes temporal analyses of 7 

macro-topics in query logs. Study B considers analyzing seasonality of searching patterns of 9 micro-topics, 

and Study C assesses the impact of news media coverage on users’ health-related information-seeking 

behaviors. 

Results 

Study A showed that the hourly distribution of various macro-topics followed the changes in social activity 

level. Conversely, the interestingness of macro-topics did not follow the regulation of topic distributions. 

Among macro-topics, “Pharmacotherapy” has highest interestingness level and wider time-window of 

popularity. In Study B, seasonality of a limited number of diseases and health-related activities were 

analyzed. Trends of infectious diseases, such as flu, mumps and chicken pox were seasonal. Due to 

seasonality of most of diseases covered in national vaccination plans, the trend belonging to “Immunization 

and Vaccination” was seasonal, as well. Cancer awareness events caused peaks in search trends of “Cancer” 

and “Screening” micro-topics in specific days of each year that mimic repeated patterns which may 

mistakenly be identified as seasonality. In study C, we assessed the co-integration and correlation between 

news and query trends. Our results demonstrated that micro-topics sparsely covered in news media had 

lowest level of impressiveness and, subsequently, the lowest impact on users’ intents. 

Conclusion 

Our results can reveal public reaction to social events, diseases and prevention procedures. Furthermore, 

we found that news trends are co-integrated with search queries and are able to reveal health-related events; 

however, they cannot be used interchangeably. It is recommended that the user-generated contents and 

news documents are analyzed mutually and interactively.   

Keywords 

Big Data, Digital Epidemiology, Healthcare Informatics, News, Search Query Log, Text Mining; 
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1 Introduction 

Up to now, required information for disease surveillance and epidemic outbreaks have been collected via 

formal reporting forms of health organizations and institutes. Gathering data, aggregating them and 

inferencing epidemiological facts out of them is time-consuming; while hours are critical in decision 

making, information inference takes weeks to complete, e.g., CDC Influenza-like illnesses reports have a 

delay of 1-3 weeks [1]. These reports solely include results of observations of health care personnel in fixed 

time and location in the past; although demographic information, living location, time between appearing 

symptoms to calling for health services, movement patterns and social interactions are critical parameters 

in epidemiological studies ignored in formal reports. As a consequence, health control agencies make their 

decisions based on incomplete and inaccurate data while ignored parameters are able to alter the decisions.   

Nowadays, internet based media are frequently used by people. Social networks collect various types of 

data, such as spatio-temporal logs, social interactions, movement information and textual descriptions of 

daily life. Interestingly, online data can cover the information insufficiency of formal disease reports. 

According to a study [2], the benefits that data of internet media bring to epidemiological analysis can be 

listed as: (1) early detection of disease incident, (2) continuous monitoring, (3) assessing sentiments and 

behaviors around the disease control procedures, and (4) providing data to analyze the time period between 

the first incident and the outbreak announcement.  

Utilizing digitally-generated data in epidemiological analyses leads to initiation of a research field called 

Digital Epidemiology. Digital epidemiology uses online information, e.g., social media data and search 

engine logs, to analyze distribution of disease incidence and dynamics of spread. Google Flu Trends (GFT) 

[3,4] was the first operational software framework developed to track flu-related searches and predict flu 

incident cases month by month. GFT faced with two main problems, i.e. big data hubris and algorithm 

dynamics, which have led to over-estimated incidents of the flu [5]. GFT finally failed but it has opened 

doors to new horizons and disseminated applications of digital media data in epidemiological analyses. 

Besides epidemiological analyses, online data can be employed in other health-related studies.  
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Based on the types of health-related issues analyzed using online data, studies are categorized into three 

major groups. The first group of studies try to identify the relation between incidents of diseases and user-

generated online contents. Infectious diseases, and particularly influenza-like illnesses [6,7], have been 

mainly considered in different studies. Early detection of outbreaks of diseases such as Zika virus disease 

(ZVD) [8], Dengue Fever [9] and Ebola [10] encouraged researchers to extend the domain of digital 

epidemiology to study distribution of non-infectious diseases, e.g., brain aneurysm[11] and kidney 

stone[12].  

In addition to incident cases, people’s reaction  to cancer screening [13], effectivity of vaccination [14–16] 

and public reaction to life-threaten events [17] can be monitored through the content of social media and 

search logs.  

The second group of studies considers assessment of the online health-related and medical data.  According 

to different surveys, more than half of the internet users search for health-related issues [18,19]. Online 

information seeking can increase people’s level of awareness; however irrelevant and inaccurate 

information may direct people to self-treatment and self-diagnosis [20] and it should be noted that 

recommendations of online resources are most often inconsistent with technical guides [21–23].  

The third group analyzes patient-physicians relation by taking into account the impacts of online 

information-seeking [24]. In most of the studies conducted in this group, patients were targeted in surveys. 

Results of analyses showed that patients suppose that physicians have central role in medical consultation 

[25]. Online information can bridge the knowledge gap between physicians and patients [26] and improve 

patients’ communications with doctors [20]. Fortunately, several surveys indicated that not only does online 

searching negatively affect patient-physician relationship but also promotes mutual understanding of 

symptoms and diagnosis [19].  

In this study, we analyzed information-seeking behaviors of Persian-native users in the Parsijoo Persian 

search engine which is the leading Persian search engine and the second frequently-used search engine in 

Iran after Google. In addition, the impact of the news on searching behaviors of users were assessed. We 
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employed advanced big data analysis methods [27] as well as machine learning procedures to extract health-

related queries and news.  

2 Data & Methods 

The established research involves three studies. Study A included temporal analyses of seven major topics 

(aka macro-topics) intended in most of health-related search queries. Study B considered analyzing 

seasonality of searching patterns of 9 minor topics (aka micro-topics), and Study C assessed the impact of 

the news media coverage on the users’ behaviors.  

2.1 Data 

We collected our data from two sources: (1) search query logs of the Parsijoo search engine from April 

2013 to April 2017, and (2) logs of the Parsijoo news service from January 2015 to April 2017. Removing 

the spam queries, logs of 48 months of the Parsijoo web search included 208,925,978 queries and logs of 

the news service contained 8,520,472 news documents collected from 62 Persian news agencies mostly 

visited by Persian natives.  

2.1.1 Macro-topic Keywords 

At the first step, we selected health-related topics that were mostly covered by similar studies and then we 

collected keywords related to each topic. Textual contents of various sources of health-related repositories 

(listed in Table 1.) were collected, preprocessed and expanded to prepare keywords.  

                                                      
1 https://www.britannica.com/topic/list-of-medical-tests-and-diagnostic-procedures-2074273 
2 labtestsonline.org 

Table 1. Sources of keyword set of macro-topics.  

# Topic Source 

1 Medical Services List of medical centers provided by the Ministry of Health and Medical Education (MHME) 

2 Signs and Symptoms ICD-10 (2017) Diagnosis Codes R00-R09 

3 Diagnosis ICD-10-CM Codes, Britannica’s list of medical tests and diagnostic procedures1, index of Lab Tests Online2 

4 Diseases ICD-10-CM list of disease and injuries 

5 Pharmacotherapy List of  approved by Food and Drug Administration of Iran 

6 Public Health Threats Top causes of mortality in Iran, Iran’s notifiable infectious diseases 

7 Weight Issues and Nutrition Automatically extracted from Wikipedia “Nutrition” and “Diets” categories 
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Raw ICD-10 codes and descriptions are not applicable to related query retrieval. Furthermore, technical 

phrases and expressions are in English which are unlikely to be used by Persian native users. Therefore, we 

decided to preprocess the collected data. The preprocessing step included windowing, translation, 

transliteration and expansion (details of preprocessing steps are covered in Appendix A).   

2.1.2 Micro-topic Keywords 

We selected a list of diseases and health-related activities which were used in similar researches [1,13–

15,28,29]. The size of the keyword set of these studies (in both English and Persian languages) was very 

small and the set was limited to a numerable list of terms (listed in Table 2).  

 

 

 

 

2.2 Query and News Selection 

In this study, we adopted more than 10K keywords to retrieve relevant queries from a repository of size 

208,925,978 queries. In such a big-data-scale problem, simple word-matching techniques were not 

applicable; consequently a topic-based document retrieval method [30] was applied to the query log (details 

of the retrieval framework and formulation are denoted in Appendix B). Retrieved queries associated with 

each topic were counted in one-minute periods to form macro-topic time-series (Study A). In studies B and 

C, micro-topic keywords (in Table 2) were utilized and micro-topics’ time-series were extracted in time 

period from January 2015 to April 2017. 

Table 2. Selected diseases/procedures to be employed as micro-topics and their 

keywords.  

# Topic Keywords 

1 Allergy Allergy, Seasonal Allergy, Respiratory Allergy  

2 HIV Aids, HIV, HIV+ 

3 Flu Flu, Influenza 

4 Mumps Mumps, Parotitis 

5 Chicken Pox Chicken Pox, Varicella Zoster Virus (VZV), Varicella  

6 Meningitis Meningitis, Meningococcal disease 

7 Cancer Cancer 

8 Screening Screening 

9 Immunization & Vaccination Immunization, Vaccine, Vaccination 
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2.2.1 Study A: Temporal Analyses of Macro-topics 

Temporal analyses of queries were divided into four major groups: (1) hourly distribution of topics, (2) 

interestingness of topics (3) intra-topic jumps, and (4) topic drop. Queries in one-hour time periods were 

counted to extract hourly distribution over each topic. (Figure 1-A).  

Various measures were introduced in data mining [31] to present interestingness of association patterns. 

The improved Gini index which has been widely employed in text categorization application [32,33] was 

selected to estimate the interestingness of topics in one-hour periods (Figure 1-B).  

Users tend to change their queries across the search sessions. We tracked the users in 20-minute sessions 

to extract frequent patterns of intra-topic jumps in health-related searches. In analyzing the intra-topic 

jumps, we added the label “Others” to present the jumps from a macro-topic to another topic in one session 

(Figure 2-A). 

Ratio of the users who followed their intended topic is greater than that of those who switched between two 

topics in one session, thus we removed sessions without topic-switching to expose the intra-topic jumps. 

Jumps between each pair of classes were counted and the probability of dropping a topic during a search 

session was estimated (Figure 2-B). Furthermore, similarity of probability distribution of all pairs of macro-

topic time-series are estimated using Jensen–Shannon divergence (JSD). The 77 matrix of JSD is 

employed in an Agglomerative hierarchical categorization framework [34] to disclose similarity between 

the users’ behaviors in searching for topics (Figure 2-C). 
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A    Hourly distribution of macro-topics in search query repository. 

 

Figure 1. Distribution and 

interestingness of macro-topics in 

24 hours of day. 

Panel A shows distribution of various 

macro-topics in a day. Hours of a day 

are organized in a circle in the center 

and the frequencies of topics are 

demonstrated using heights of stacks. 

Each tier of the diagram shows 100k 

queries and macro-topics are 

distinguished by colors.  

 

 

 

 

 

 

 

 

 

 

 

Panel B shows interestingness levels 

of mentioned macro-topics in a period 

of 24 hours. The raw values of 

interestingness are scaled to the range 

of [0, 100] on y-axis and hours are 

organized on x-axis. Spectrum-

derivate colors of the bars facilitate 

the discrimination between adjacent 

pairs of bars. 

B    Interestingness of macro-topics in 24 hours of day.  

 

  

Frequency 

Hour 
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A    Proportion of intra-topic jumps of macro-topics 

 

Figure 2. Diagrams of intra-topic 

jumps and probability of dropping 

macro-topics and dendrogram of 

HAC of topics. 

Panel A shows the proportion of intra-

topic jumps. The user may continue 

searching for a topic or switch to any 

other health-related topic. Each sector of 

the plot is assigned to a topic and size of 

the sector is determined proportionally 

to the normalized size of the topic. 

Width of edges between the “Others” 

and other sectors are estimated with 

respect to the ratio of within-sessions 

jumps to total count of searches in 

sessions.  

 

Panel B demonstrates seven plots, each 

one shows the probability of dropping 

corresponding macro-topic in 20-minute 

sessions. The first minute in which the 

dropping probability reaches the zero is 

marked by + sign. The delay before zero 

probability is in the range of [6, 9] 

minutes.  

 

 

 

 

 

 

Panel C shows dendrogram for 

hierarchical clustering of probability 

distributions. Time-series of 

probabilities were extracted and the 

Jensen–Shannon divergence of each pair 

was computed to form 77 matrix. At 

last, pairs of topics are clustered 

together one-by-one regarding weighted 

average linkage measure (see 

Supplementary Appendix for more 

comments on agglomerative 

hierarchical clustering).  

B    Probability of dropping a macro-topic in 20-minute sessions. 

 

Session Length (Minute) 

C    Dendrogram for hierarchical clustering of macro-topics. 

 

JSD-based Distance 
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2.2.2 Study B: Seasonality analyses of Micro-topics 

In this study, the entire search logs were employed to extract temporal patterns of information-seeking using 

EPIPOI toolbox [35]. EPIPOI received raw time-series and smoothed them using digital filter proportioned 

the values per average number of searches in each year3. This tool visualizes the heat grid of the time-series 

as well (Figure 3). 

 

2.2.3 Study C: Correlative Analyses of Macro-topics 

Disease spread prediction by employing searching trends is applicable to limited number of diseases which 

receive minor news coverage or that of rare with higher audience [36]. Thus, we conducted correlative 

analysis to study the impact of news coverage on users’ information-seeking behaviors. The time-series of 

queries and news related to miscellaneous keywords are extracted and analyzed using Spearman’s 

                                                      
3 This option is provided by the EPIPOI toolbox, as one of built-in options. 

 

Figure 3. Diagrams of heat-grid of micro-topics.  

This heat-grid diagram shows normalized frequency of micro-topics in entire query repository. As demonstrated 

above, the time-series of topics “Allergy”, “Chicken Pox”, “Flu”, “HIV”, “Meningitis”, “Mumps” and 

“Immunization & Vaccination” were seasonal. 

Year 
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correlation and Engle-Granger co-integration test. Our results (in Table 3) show that the Engle-Granger test 

rejects the null hypothesis in favor of alternative co-integration relation between pairs of news and query 

trends. Before computing Spearman’s correlation, we perform lag analysis to determine delayed impact of 

news. The Spearman’ Rho values range from 0.01 to 0.42 and show weak correlation between news and 

query trends. 

3 Results 

3.1 Temporal Analyses 

Intuitively, the hourly distribution of queries was correlated with social activity level; thus, count of queries 

was minimum in midnight and maximum in midday (Figure 1A) and “Medical Services”, “Public Health 

Treats”, “Disease” and “Pharmacotherapy” were top interesting macro-topics, respectively.  

In Figure 1-B, the interestingness levels of topics in various hours of the day did not follow the overall 

distribution of searches, e.g., interestingness levels of “Medical Service”, “Diseases” and 

“Pharmacotherapy” topics were higher in early hours of the day (i.e. 0-8 am) that seems to be meaningful. 

Because in hours with lower level of medical services, users try to find emergency departments and medical 

centers serving at nights or try to self-medication by searching for diseases and their associated 

pharmacotherapy information. This plot shows that users prefer to search for their diseases and 

pharmacotherapy information instead. Interestingly, the peaks of interestingness of two topics “Medical 

Services” and “Diseases” are located respectively, which means people in the period between 1 am to 4 am 

prefer using medical services, while in the period between 4 am to 7 am they prefer self-diagnosis and self-

medication. 

Intra-topic jumps show the dependency and inter-relation of topics (Figure 2-A). We tracked users in 20-

minute sessions and labeled their queries to enumerate topic-switching states. If a session involves k topics, 

then the session includes k-1 topic-switching states. In this study, the minimum and maximum numbers of 

searched topics in sessions were 2 and 4, respectively. Therefore, sessions included at least 1 switching 

state and at most 3.  
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The sequence of macro-topic labels were used to draw topic’s alluvial diagram (Figure 4). The alluvial 

diagram were designed to represent changes in structure of large networks and streams over time [37]. 

Alluvial diagram of topics, illustrated in Figure 4, shows the flow of searches routed from one topic to 

another. Each column of the diagram shows a switching state and each row represents a flow of searches. 

The width of the row (i.e. flow) is proportional to the frequency of users who select the topic in their 

sequence of searches. This diagram demonstrates the rational dependency of health-related topics and 

reveals the users’ patterns of searching and deducing.  

 

Figure 4. Alluvial diagram of topic switching in 20-minute search sessions. 

Users may change their intended topic or switch between them in search sessions. Each column of this diagram shows 

a switching state and each row illustrates flow of searches routed through the corresponding sequence of topics. 

Maximum number of topics were covered in sessions was 4; therefore, the corresponding alluvial diagram has four 

columns. As shown in the figure, the major proportion of the flow belongs to topics, “Medical Services”, 

“Pharmacotherapy”, “Diseases” and “Public Health Threats”.  
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To highlight the most important paths through the diagram, we selected two most likely branches 

succeeding each topic and draw the corresponding topic tree in Figure 5. This tree shows that in the first 

switching state (which is often the most important step), users preferred to seek information about “Medical 

Services” and “Pharmacotherapy”. The topics “Diseases” and “Pharmacotherapy” were the mostly 

attractive topics in the second state. Pruning makes the tree sparse and subsequently clear to understand. 

The pruned tree reveals “Pharmacotherapy” and “Medical Services” are two frequent topics in the second 

searches of users.  

 

Similar to the second layer, in the third one, the “Pharmacotherapy” is the major choice. The topic 

“Diseases” is the second frequent choice in the third layer. The rationale is that, users search for “Signs and 

Symptoms” before searching for “Diseases” and then seeking for the “Pharmacotherapy” solutions. 

 

Figure 5. Tree diagram of major topics in 20-minute search sessions. 

Each column of the alluvial diagram consists seven spots for topics. Thus, the associated tree must have same number 

of nodes in each layer; however, we decided to prune branches that were not likely to be selected by the users. From 

the second layer, we sorted the nodes according to the proportion of flow passing through. Then we selected the two 

nodes with highest flow to form the succeeding branches.  ACCEPTED M
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However, results imply that users guess their diseases and subsequently search for information about 

“Diseases” and “Pharmacotherapy” solutions. 

The probability of dropping a topic reflects the importance of the topic. The smaller the dropping probability 

is, the more important the topic is. Our results, demonstrated in Figure 2-B, showed that the dropping 

probability decreases to zero in first 6-9 minutes and then increases from 0 to 1 in the remained 12-13 

minutes of the session. Among macro-topics, the “Pharmacotherapy” had the longest delay before reaching 

zero probability and the “Signs and Symptoms” had the shortest delay period.  

3.2 Seasonality Analyses 

Seasonality of searching trends are considered as evidences for seasonality of occurrences of diseases 

[11,36]. Our results show that time-series of topics “Allergy”, “Chicken Pox”, “Flu”, “HIV”, “Meningitis”, 

“Mumps” and “Immunization & Vaccination” were seasonal (Figure 3). Seasonality of mentioned diseases 

were studied in similar researches; however, seasonality of searches for immunization and vaccination have 

not been considered specifically. Most of infectious diseases supported by Iran’s government-demanded 

and optional vaccination programs are seasonal and subsequently searching for information about the 

immunization and vaccination were seasonal. “Cancer” and “Screening” micro-topics were not seasonal; 

however, they had peaks on the awareness days dedicated to different cancers and the week of awareness 

about cancer screening that imitates seasonality.  

Among infectious diseases involved in seasonality analyses, HIV is less-studied disease. To the best of our 

knowledge, the seasonality of HIV infection has not been considered in similar studies [29,38]. Therefore, 

we turned our attention toward inspecting the seasonality of HIV in search trends. A study on the number 

of admissions of undiagnosed HIV cases in two urban hospitals [39] showed higher seroprevalence of 

undiagnosed HIV in the fall-winter admissions.  

Panels A and B of Figure 6 show the average of monthly frequency of searched and seasonality diagram of 

HIV from April 2013 to April 2017, respectively.  According to our collected data, users paid particular 

attention to HIV between months November and February (Figure 6-A). Seasonality diagram of the HIV 
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(drawn by EPIPOI toolbox[35]) illustrates the repeated pattern of searching for HIV-related contents 

(Figure 6-B). In the winter of the year 2017, HIV attracted more interest due to awareness programs 

established in the last weeks of the year 2016 and continued to the second week of the year 2017. In addition 

to the nation-wide awareness program, an awareness campaign started by news promoted the wave of 

interest by the September of 2016. 
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Figure 6. Seasonal HIV search trend and monthly frequency bar-chart used in seasonality study.  

Frequency of HIV-related searches were processed using EPIPOI’s digital filter and normalized based on averages 

searches in each year. Panel A shows the normalized average of searches in months. In this plot, month February 

have the highest values and month August has the minimum value. Our findings support the results of a study 

which showed that higher seroprevalence of undiagnosed HIV in the fall-winter admissions [38]. Panel B illustrates 

the trends of HIV-related searches (blue line) and the seasonal pattern (red line).  
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3.3 Correlative Analyses 

We decided to investigate the impact of the news on query trends using Engle-Granger co-integration test 

and Spearmen’s correlation. According to the summarized results shown in Table 3, micro-topics can be 

divided into two groups. The first group includes “Meningitis”, “Chicken Pox”, “Mumps” and “HIV”, and 

the second one contains “Allergy”, “Flu”, “Cancer”, “Screening” and “Immunization & Vaccination”. The 

first group of topics had lower Spearman’s Rho values (i.e. Rho<0.2) than the second group. Results showed 

that most of topics with lower Rho values were sparsely covered in news media (i.e. News-count<2000) 

and the lags between news and query trends of the first group were higher than the second group. Delayed 

impact of news on searches demonstrated the lower level of impressiveness of these news.  

 

 

 

 

 

 

For each micro-topic studied in the correlative analysis, a time-lag value has been estimated. The time-lag 

determines the time period that is required to maximize the effectivity of the news published about the topic 

[29]. Hence, designers of awareness campaigns can make use of this time-lags to timely publicize their 

programs. It means that it is better for designers to make their awareness programs ready and wait until 

passing the time-lag after a news event to publicize their campaigns. By considering the time-lag in 

publishing the event, designers can ensure that their campaigns would attract particular attention timely and 

conveniently. 

Co-integration test showed that trends of all micro-topics were co-integrated with their corresponding news 

pair. Time-series with positive correlation are synchronous in increasing/decreasing movements, but co-

Table 3. Results of Co-integration and Correlation Analyses of Micro-topics. 

# Topic News Count Co-integration Spearman’s Correlation 

   Label p-value Rho p-value Time Lag 

1 Allergy 4886 True <0.001 0.28 <0.001 0 

2 HIV 1746 True <0.001 0.14 0.007 8 

3 Flu 1482 True <0.001 0.42 <0.001 0 

4 Mumps 108 True <0.001 0.05 0.33 5 

5 Chicken Pox 290 True <0.001 0.10 0.051 7 

6 Meningitis 384 True <0.001 0.01 0.72 6 

7 Cancer 13480 True <0.001 0.36 <0.001 0 

8 Screening 500 True <0.001 0.20 <0.001 0 

9 Immunization & Vaccination 6006 True <0.001 0.41 <0.001 0 
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integrate time-series do not necessarily increase/decrease in the same manner. Co-integrate time-series 

move towards with a stable distance from each other.  

Time-series of micro-topics were analyzed employing an agglomerative hierarchical categorization based 

on Jensen–Shannon divergence (JSD). Figure 7 illustrates the hierarchical clustering of the topics. 

“Mumps”, “Meningitis”, “Chicken Pox” and “Flu” were clustered together, respectively. Interestingly, 

“Screening” was very similar to the group of “Mumps” and “Meningitis” which were clustered before. 

Time-series of topics “Immunization & Vaccination” and “Allergy” were similar; however center of their 

cluster was farther away from the center belongs to the cluster of diseases. Time-series of the “Cancer” is 

the last one merged into the cluster containing other time-series.  

 

JSD-based Distance  

Figure 7. Dendrogram for hierarchical clustering of probability distribution of micro-topics. 

Micro-topics’ time-series of probabilities were extracted and the Jensen–Shannon divergence of each pair was 

computed to form distance matrix. At last, pairs of topics are clustered together one-by-one regarding weighted 

average linkage measure.  
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4 Discussions 

In this research we aimed to analyze users’ information-seeking behaviors in health domain. An important 

point may be considered here is whether or not the results collected from a local search engine can be 

generalized to search engines used by users all over the world. Results of our previous analyses showed 

that search patterns and interests of Parsijoo’s Persian native users resembles the patterns revealed by 

employing logs of world most popular search engines, e.g., Google and AOL,  as well as local search 

engines, such as Baidu and Yandex. [40] 

We selected two kinds of topics called macro/micro-topics. Analyses on macro-topics trends extracted from 

48 months of search logs revealed that in cases where the topic was related to the treatment of diseases and 

where the availability level of health services were low, the interestingness level of the topic was higher 

than that of other. Agglomerative clustering of topics using Jensen-Shannon divergence showed that people 

searched for diseases and pharmacotherapy information similarly. In addition, the patterns of seeking 

information about diagnostic procedures and “Signs and Symptoms” were similar. Interestingly, searching 

patterns of “Weight issues and Nutrition” were analogous to diagnosis-related topics that suggested users 

interested in identifying cause of weight-related issues. The next fact can be extracted from the analyses is 

that the diagnosis-related topics have higher probability than treatment-related ones to be dropped by the 

users. By considering the intra-topic jumps, we concluded that requests related to medical services, 

pharmacotherapy and disease-specific information held majority proportion of intra-topic jumps.  

Recently conducted studies supported a presumption in favor of search logs’ ability to reveal the seasonality 

of diseases. Evidences in searches showed that seasonal diseases have seasonal search trends 

[6,11,14,41,42]. 

But, what if the search trend of a diseases is seasonal? During our investigation, we found out that search 

trend of the disease “Epidermolysis Bullosa” was seasonal. We drilled down to the deepest level of the logs 

and compared the time-series of search queries with corresponding news series. Our findings showed that 

monthly average of query related “Epidermolysis Bullosa (EB)” was less than 10. The EB-related trend had 

four peaks in 4 years of log which were happened in world Rare Disease Days. Since Trends of searches in 
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different years were very similar and peaks were happened at equal time intervals, the trend of this disease 

imitated seasonal behavior. The trend of “Cancer” included more numbers of searches than the trends of 

“EB”; however, they showed comparable repeated pattern imitated the seasonality, too. Interestingly, 

similar phenomenon reported for trends of mushroom poisoning [36]. Although, we cannot ignore 

invaluable knowledge extracted from search trends analyses. Hence, it may seem rational to rectify the 

patterns extracted from search trends with a supplementary data resources, such as news documents. 

Finally, we should note that search queries can reveal aggregate behaviors of society facing health-related 

issues, but reliance on search trends alone may be deceiving. 

Conclusion and Future Works 

Search trend analyses provide benefits such as, (1) early outbreak detection, (2) studying effectivity of 

vaccination plans, (3) revealing seasonality patterns, and (4) demonstrating geospatial patterns of disease 

spread. Changes in time series of diseases reveal outbreaks earlier than aggregated formal reports, which 

makes control diseases departments (CDDs) able to prepare for the outbreaks and supply sufficient volumes 

of vaccine doses timely. Furthermore, CDDs are benefitted from the advantage of temporal similarity of 

disease outbreaks and search trends during previous seasons to predict outbreak intension. We should note 

that seasonality of a search trends does not imply seasonality of disease. That is, why we suggested 

rectifying search trends with external data sources. There exist various studies [12,14,43] which showed 

that seasonal disease activities follow latitudinal trends. Health authorities can take advantage of this fact 

to prioritize immunization programs in different regions. We plan to expand our research to geospatial 

dimension of digital epidemiology and explore the impact of location on time lags between outbreaks in 

various regions. 
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Appendix A: Data Preparation 

A1: Macro-Topics’ Keyword Preparation 

Major preprocesses used in this paper were: 

 Sliding window on text 

 Translating phrases 

 Transliterating phrases 

 Keyword Expansion 

Long descriptions of ICD-10 codes are unlikely to be used by the users, thus we slided a window of length 

3 on descriptions to break them into shorter phrases (i.e. trigrams). Trigrams extracted from the ICD-10 

descriptions were in English. We used three services to translate English trigrams into Persian. In the first 

step, English phrases were send to the API provided by the local publisher of the English-Persian Dorland’s 

Medical dictionary. Remained phrases were sent to the Google translate and the Parsijoo translation services 

simultaneously and the most probable translations were chosen to be used as Persian equivalents. 
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Furthermore, trigrams did not have probable Persian translation were removed from the set to avoid noise 

of ambiguous and meaningless phrases. 

In addition to list of the medical centers provided by the MHME4, general words such as “office”, 

“physician”, “pharmacy”, “drug store” and etc. in both English and Persian languages were added to the 

keyword set of the topic “Medical Services”. 

Watzlaf et al. [44] studied public health threats using a list containing CDC’s notifiable infectious diseases, 

top 10 leading causes of mortality in US and ICD-9-CM classification for morbidity/mortality related to 

terrorism. We localized the proposed list by replacing the CDC’s list with the list of Iran’s infectious 

diseases [45,46] and the top causes of mortality in US with the identical list for Iran [47]. 

Weight issues and nutrition-related keywords were extracted from phrases of an automatically generated 

category-graph [48] using pages categorized under the English Wikipedia “Nutrition” and “Diets” 

categories. Similarly, same category-graph was extracted from identical categories of the Persian 

Wikipedia. The keywords of Pharmacotherapy topic included Iran’s FDA approved drug list. Given that 

the Persian native users use Persian transliteration of drug name more likely; we used the Parsijoo 

transliteration service to generate Persian transliterations of drug names. 

The collected set of Persian and English macro-topics’ keywords included 10209 unique keywords that 

were employed in retrieving and labeling queries.  

A2: Micro-Topics’ Keyword Preparation 

Keyword set of micro-topics was limited to the numerable list shown in Table 2. This list of keywords was 

not expanded or broken into shorter phrases. However, the Persian equivalent phrases were added. These 

phrases and words were translated using an API provided by the local publisher of the Dorland’s medical 

dictionary.  

                                                      
4 The Ministry of Health and Medical Education (MHME) 
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Appendix B: Time-series Generation 

B1: Query & News Retrieval 

The topic-related algorithm utilized in this research involves two parts called Topic Detection using AGF 

(TDA) and Topic Clustering and Tweet Retrieval (TCTR) [30]. The TDA method detects topics using 

frequent patterns that was done in this research by selecting keywords and topics manually. Thus, the 

process of retrieving related queries/news was limited to the TCTR process. In the TCTR step, proximity 

between each query/news and keywords of each topic were calculated and the queries/news which were 

most similar to a topic were labeled.  

B2: Agglomerative Hierarchical Clustering  

Agglomerative hierarchical clustering (AHC) is a bottom-up method which starts from a set of objects that 

are labeled by their own cluster. It means in a dataset containing N unique objects, AHC is initialized with 

N unique clusters. This algorithm iteratively merges clusters with their nearest clusters until reaching one 

single cluster. In each iteration, AHC estimates the similarity of cluster pairs using a proximity measure 

called linkage measure. There are several linkage measures, such as minimum, maximum and average 

distances. In this study, we used “Weighted Pair Group Method with Arithmetic Mean (WPGMA)” 

algorithm [49] that is a variation of AHC based on weighted average linkage measure. In WPGMA 

algorithm, the distance between two merging clusters is computed recursively using sub-clusters of them. 

Suppose that 𝑋 is a cluster made up of two clusters, i.e. 𝑋. 𝑎 and 𝑋. 𝑏, and 𝑌 is the second cluster. The 

distance between 𝑋 and 𝑌, denoted by 𝑑(𝑋, 𝑌) is calculated as,  

𝑑(𝑋, 𝑌) =
𝑑(𝑋. 𝑎 , 𝑌) + 𝑑(𝑋. 𝑏 , 𝑌)

2
 (B1) 

Whereas the equation (B1) denoted the linkage measure, the distance measure has not been described yet. 

We employed the Jensen–Shannon divergence (JSD) as distance measure. JSD is defined based on two 

Kullback-Leibler divergence. Let 𝑃 and 𝑄 be discrete probability distributions.  
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The Kullback-Leibler divergence of 𝑃 and 𝑄 is defined as,  

𝐷𝐾𝐿 (𝑃 ∥ 𝑄) ∑ 𝑃(𝑖) log
𝑃(𝑖)

𝑄(𝑖)
𝑖

 (B2) 

Accordingly, the Jensen-Shannon divergence is computed as,  

𝐽𝑆𝐷 (𝑃 ∥ 𝑄) =
1

2
(𝐷𝐾𝐿 (𝑃 ∥ 𝑀)) (B3) 

where M is the mean of 𝑃 and 𝑄, i.e. 𝑀 =
1

2
(𝑃 + 𝑄). The JSD measure is a symmetric measure in the range 

of [0.0, +∞). We normalized the values of time-series by dividing the number of searches in days into total 

number of searches in the corresponding year. The normalized values of time-series are fall between 0.0 

and 1.0. Then, the matrix of distances between these distributions were computed to be employed by the 

WPGMA algorithm to form a single cluster. Results of clustering are illustrated in the form of dendrogram 

plots (Figures 2-C and 7). 
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Summary Points 

 Users’ information-seeking behaviors varied by time of the day.  

 Trend belonging to “Immunization and Vaccination” is seasonal we well as the trends of diseases 

such as, Mumps, Flu, Chicken Pox, and Meningitis. 

 Trends belong to diseases which received minor social attention are vulnerable to be misclassified 

as seasonal trends.  

 News and search trends are weakly correlated, while they still be co-integrate and move towards 

with a stable distance from each other. 

 Analyzing search queries without taking into account the impact of news and external events can 

be deceiving.   
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